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Abstract: Sorting is significant as it is a prerequisite for many applications and 

functions. It is one of the oldest topics in literature which is still as important as it 

was in the beginning. Researchers are still working to design more efficient sorting 

methods either by improving existing sorting methods by reducing time 

complexity, space complexity, comparisons and shift operations or formulating 

new ones as sorting is very essential for most used applications such as databases 

for extracting useful information efficiently. This paper presents a novel 

comparison-based sorting method named as min max merge sort which works by 

merging groups of numbers into one group. The Proposed sorting algorithm is not 

only better than some old classical comparison-based sorting algorithms but it also 

performs better than some latest presented sorting methods. The basic idea behind 

proposed sorting algorithm is to divide the input array into different groups and 

then perform their recursive merging on the basis of their maximum and minimum 

entries, which circumvents unnecessary data shifts and comparisons. The speed of 

proposed algorithm is comparatively faster than the traditional sorting methods, as 

it exploits localized minimum and maximum data entries instead of recursively 

scanning entire input array. This algorithm exploits linear auxiliary space, as it 

performs in-place operations for combining groups in same array. Space 

complexity of proposed sorting method is O(n) as it does not require extra memory 

space.  Performance comparison of proposed method with other sorts shows the 

superiority of our proposed method. 
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1. Introduction 

 There are several types of algorithms, such as sorting algorithms, searching algorithms, compression 

algorithms and path finding algorithms [1]. Among the various branches of algorithms sorting is an 

important domain which is the oldest and most studied module in computer science [2]. The rearrangement 

of input data in a specific manner is known as sorting [3], [4]. Since 1950s, computer scientists are working 

on various sorting algorithms to improve the complexity of old sorting methods in terms of space and time 

complexity [5]–[8]. A number of top computer scientists extensively studied this topic such as Turing award 

winner Tony Hoare, Von Neumann and Donald Knuth [9]. Sorting is integral part of approximately all 

computer and mobile applications. All software’s uses different sorting methods however user always 

concern with fast sorting [10]. People always consider two things in all sorting functions, speed of sorting 

algorithm and simplicity of algorithm [1]. 
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 Sorting can be performed on numbers, strings or records containing both numbers and strings like IDs, 

names, or departments, etc. [11]. Each sorting algorithm has unique properties that add value to the specific 

function they are used to perform [12]. Every sort is not appropriate for every kind of data [11]. Every 

algorithm has its own best as well as worst case. Therefore, to find out best sorting method according to 

Big O is difficult [13]. A study is essential in order to develop or make new sorting algorithm, because not 

all algorithm works efficiently for the same problem [14]. As the world has become global village and 

information is increasing rapidly, therefore importance of efficient sorting has also increase [4]. To get 

efficient search results from big databases also requires data in specific order [15]. The way of sorting data 

is very important due to impact of execution time, how elements are swapped, compared and arranged is 

dependent of technique of particular sorting algorithm [1], [16]. 

 Enormous number of sorting algorithms are in use to date. Out of which, bubble sort is used extensively 

as it is simple and spontaneous however it is not very efficient. Normally a sorting algorithm consists of 

comparison, swap, and assignment operations [17]. Every algorithm has different time complexity [10]. 

Sorting can be applied in three ways: vector sort, (list) table sort and address sort, depending on the data 

storage policy [18]. This study, use array data structure to store data for sorting where data can be in numeric 

or character form [19]. Sorting algorithms for serial computing (random access machines) allow only one 

operation to execute at a time. The sorting algorithms based on a comparison network model of computation, 

performed many operations simultaneously [3]. 

2. Literature Review 

2.1. Overview of Sorting Methods 

 Sorting methods can be divided into two major groups: specialized sorts and general sorts. Each sorting 

algorithm possesses some particular properties i.e. each particular algorithm performs best when data is of 

specific type like small numbers, floating point numbers, big numbers and repeated numbers. Apart from 

the programming work, the availability of main memory, the size of disc or tape units, and the degree of 

list already ordering consideration in selecting a sorting method. Most of the sorting techniques are thus 

problem specific, that is, they perform effectively on some particular type of data or problem [11], [17]. 

From memory consumption standpoint, some sorting techniques require more space in memory than others; 

yet, these techniques allow faster sorting. Consequently, the choice of these methods relies on the location 

and purpose of the sorting of the inputs [1]. 

 The comparison results can be obtained in three ways: 1, Comparison of execution time 2, Comparison 

of total number of comparisons and 3, Comparison of total swapping frequency [19]. Among the numerous 

sorting techniques available, the one optimal for a given application depends on several variables like data 

size, data type, and element distribution in a data collection.  The efficiency of the sorting algorithm is also 

dynamically influenced by numerous factors that may be aggregated as the number of comparisons (for 

comparison sorting), number of swaps (for in place sorting), memory utilization and recursion [20].  

2.2. Categorization of Sorting Methods 

 

Figure 1: Categorization of Sorting Algorithms 

 Researchers have categorized the sorting methods in different categories i.e., depicted in figure 1 above 

[3], [12], [14], [18], [20]–[25]. 
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2.2.1. Internal and External Sorting 

 Sorting method either do internal or external sorting. This is a key aspect for determining computational 

cost of sorting method. If a sorting function is performing sorting in Random Access Memory (RAM), 

which is also known as primary memory, then it is called internal sorting, whereas if the sorting function is 

using external memory, which is also known as secondary memory, then it is called externals sorting. In 

internal sorting, input numbers first load in main memory RAM and then processed inside RAM. Usually, 

internal sorting is much faster as it does not require data to be fetched from outside RAM. Some examples 

of internal sorting are 2mm sort, MMBPSS sort, Bubble sort, Min-Finder sort, Insertion sort and Selection 

sort [22]. While sorting algorithms which follows external sorting mechanism first brought data into 

primary memory from secondary storage and sorting is done. The process of fetching input data continuous 

during the sorting process as RAM sometimes could not store all data when the input size is too big. Heap 

sort, distribution sort and external merge sort are examples of external sorting. 

2.2.2. Stable and Non-Stable Sorting 

 Some sorting methods are in the category of stable sorts while some are called not stable sorting 

algorithm. A sorting algorithm which retains the original input order after applying sorting process is known 

to be stable sorting algorithm. Stable sorting algorithm is needed where we have to retain sequence of equal 

values. For example, line of people waiting for some process according to their ages i.e. person with more 

age will be processed earlier but due to equal age stable sort will preserve the original sequence record i.e. 

first come first serve. Whereas those who are not stable sorting algorithms can change the place of 

occurrences of equal values in resultant list. Stability is usually not required when all the elements are 

different. Insertion sort, merge sort, bubble sort and counting sort are examples of stable sorting algorithms 

while heap sort, quick sort, selection sort and shell sort are examples of not stable sorting algorithms.  

2.2.3. Adaptive and Non-Adaptive Sorting 

 An adaptive sorting algorithm is one that takes advantage of particular input sequence resulted decrease 

in time complexity. Insertion sort is an example of adaptive sort. It performs very fast when input data is 

nearly sorted. Quick sort is another example of adaptive sorting. Its time complexity reflects in different 

variation of input data such as random, sorted and reverse sorted. 

2.2.4. Time and Space Complexity 

 According to time complexity sorting algorithms can majorly be divided into two groups i.e. O(nlogn) 

and O(n2). Insertion Sort, Bubble Sort, MinFinder and Selection Sort and 2mm sort comes under N2 family 

while heap sort and quick sort belongs to time complexity O(nlogn). Space complexity determines the 

memory space taken by any algorithm during execution, and therefore this is an important aspect in time 

complexity. Space complexity of various algorithms can be different and the most efficient are those with 

less space. 

2.2.5. Comparison and Non-Comparison Sorting 

 In comparison-based sorting algorithm, sorting is done by comparing numbers with each other to find 

minimum or maximum number for its proper position. Insertion, Quick and Bubble sort are some examples 

of comparison-based sorting. While in non-comparison-based sorting numbers comparison is not done and 

numbers are sorted using some other technique. Bucket and Radix sort are examples of non-comparison-

based sorting. 
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2.2.6. Online and Offline Sorting 

 A sorting method that can work at the time of input given and full array of numbers is not required to 

input before processing, this process is known as online sorting. Whereas in offline sorting the whole input 

must be entered before algorithms processing. Insertion sort is an example of online sorting. 

2.3. Characteristics of Good Sorting Algorithm 

Some important characteristics of algorithm are [14], [26]. 

• Finiteness:  It must be stopped after execution of restricted numbers of steps.  

• Definiteness: All steps of an algorithm must be unambiguous and clearly defined. 

• Input: The algorithm must have input values from a definite set. 

• Output: An algorithm must produce some output form the given input.  

• Effectiveness: The algorithm should execute each step exactly using a certain amount of time. 

• Correctness: The algorithm must produce the correct output values for every finite set of inputs. 

2.4. Sorting Algorithms Applications 

 Many algorithms, in addition to their primary function of sorting, also make use of a variety of methods 

to sort lists as a preparatory step in order to cut down on the amount of time it takes for them to carry out 

their tasks [20]. Sorting is also significant for searching, merging and normalization [10], [12], [14], [17], 

[18]. Successful sorting is essential to improve the utilization of another algorithm [23]. Sorting is also used 

in Central Processing Unit (CPU) scheduling in Operating system, recommendation system based on search 

time, Television channels sorted based on view time [27]. Sorting is inevitable in query retrieval and 

different types of join such as sort merge join [15]. Database query processing needs algorithms for 

duplicate removal, grouping, and aggregation, whereas in-stream aggregation is most efficient by far but 

requires sorted input [28]. 

3. Motivation 

 The author’s in [1] presented a novel sorting algorithm which sorts the input list without comparisons, 

however it performs some manipulations with array indices for the purpose of sorting. The proposed sorting 

method in [1] uses two arrays for input sorting and two arrays for calculating repeated values. The drawback 

of above-mentioned sorting method is the extra usage of memory space [1]. The author’s in [19] proposed 

new variant of selection sort algorithm called MMBPSS and it sorts the input list by finding out minimum 

and maximum numbers from first and second half of input list separately. It than compares the obtained 

numbers of both halves to find out minimum and maximum number of complete lists. The drawback of this 

algorithm is that it finds 4 numbers in each iteration and uses only 02 numbers. The authors in [2] brought 

a new variant of Timsort algorithm named as adaptive shivers sort. Its computational cost and number of 

comparisons are less than Timsort algorithms. The author’s in [29] presented a novel comparison free 

sorting method with input K-bit binary bus. It operates on one-hot weight representation. For example, 

element 5 in binary is 101 whose one-hot representation is 100000. This binary to one-hot representation 

can be done using conventional one-hot decoder [29]. The authors in [30] introduced a new sorting method 

min-max sorting algorithm which works by finding minimum and maximum number form the input list and 

adjust them at first and last index of the list [6]. 

4. Review of 2mm Sorting Method 

 2mm sorting method is a comparison-based sorting method. In one cycle it changes 02 numbers as 

briefed in Pseudo Code below.  

2mm Pseudo Code [22] 

“Length  size of (array) 
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  midindexLength/2 

  minindex0 

  maxindexLength -1 

  min  a [minindex] 

  max  a [minindex] 

  minloc maxloc0 

 

 

For i= minindex+1 to midindex 

           If a[i] <min 

                    mina[i] 

                    minloci 

           End If 

           If a[i]>max 

                    maxa[i] 

                    maxloci 

           End If 

      exchange a[minindex] with a[minloc] 

      exchange a[midindex] with a[maxloc] 

End For loop 

   min  a [midindex+1] 

   max  a [midindex+1] 

For i= midindex+2 to maxindex 

           If a[i] <min 

                    mina[i] 

                    minloci 

           End If 

           If a[i]>max       

                    maxa[i] 

                    maxloci 

           End If 

      exchange a[midindex+1] with a[minloc] 

      exchange a[maxindex] with a[maxloc] 

End For loop 

      minindex0 

      maxindexLength -1 

      min  a [minindex] 

      max  a [maxindex]  

 

 From beginning to mid index and mid + 1 to end index, 2mm determines minimum and maximum 

numbers. Thus, it determines minimum and maximum number of lists by comparing minimum and 



            

MACHINES AND ALGORITHMS, VOL.003, NO.03, 2024                                                                        000041 

153 

 

maximum numbers to ascertain minimum and maximum numbers of full array [22]. Next iterations save 

the previously discovered numbers and follow the same continuous process until all numbers are arranged. 

 Initially some variables are initializing. Then a for loop will execute from first half of array and another 

for loop will execute for another half of array. Each for loop will find minimum and maximum numbers of 

respective sub arrays and adjusts them at first and last index of that sub part of array. The above code will 

make the input list executable for next mail while loop processing. The main while loop required the input 

list in a manner where minimum and maximum numbers needs to be adjusted at each sub part of array for 

execution of one of the four cases inside main while loop. After the above code execution there can be 04 

possibilities of array therefore for each possibility while loop have 04 cases and respective case only will 

be executed after if decision. One case is where both maximum and minimum numbers are already at their 

correct positions i.e. minimum number at first index and maximum number at last position. Second case is 

both numbers are not at their positions i.e. minimum number at mid+1 index and maximum number is at 

mid index. Third case is where both maximum and minimum numbers of whole array are at first sub array 

and last case is where both numbers are at second sub arrays [22]. 

      While (minindex < midindex-1) 

      { 

    If (min<=a[midindex+1]) 

    { 

                    if( max>=A[midindex] 

                        { 

                             Case1 

           } 

       Else 

           { 

                         

                             Case 2  

 

 

                        } 

                  } 

                 Else  

    { 

       If(max>=a[midindex]) 

                        { 

                             Case 3 

           } 

       Else 

          { 

                             Case 4 

 

          } 

                   }  

      } 

 

5. Proposed Algorithm - Min Max Merge Algorithm 

 The proposed sorting algorithm belongs to comparison-based family and it uses preprocessing presented 

in [31]. The basic operation in comparison-based sorting method is comparison of two input elements [32]. 

In its initial phase after applying preprocessing, it first sorts the input array into groups of two consecutive 

elements by comparing them. It than merge the input list elements in multiplication of 2 i.e. first sort group 

of two elements, then combine two groups and sort 4 elements, following up combine two groups of 4 

element and sort 8 elements and same process continues until all elements are not sorted. In case of 

remaining last elements which are left without any group it adjusts them into previous groups. For example, 

in the input list of 10 elements when min max merge will make group of 4 elements than last 2 element will 
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be adjust with second group i.e. index 4 to 7 where index starts from 0. As min max merge is not use 

additional array for merging process therefore it combines group of elements in the same array by bubbling 

the elements. Min max merge 2mm sort min max formula and merge sort merging technique for sorting 

process.  

 At Mendeley Data the source code of Min Max Merge sorting algorithm is available 

(https://dx.doi.org/10.17632/sjxbcn97n6.1)      

 

Figure 1: Dry-Run of Proposed Sorting Mechanism 

5.1. Mathematical Analysis 

 Time complexity for applying data preprocessing as adapted by the study [31], is calculated below in 

equation 1 .  

 

𝑇(𝑛) = 𝑂 (
𝑛

2
) + O (

n

2
− 3) + O(

n

2
− 3) + O(

n

4
+ 1) + O(

n

2
) + O(

n

2
− 3) + O(

n

2
− 3) 

𝑇(𝑛) = 𝐶 + (
2𝑛 + 2𝑛 − 12 + 2𝑛 − 12 + 𝑛 + 4 + 2𝑛 + 2𝑛 − 12 + 2𝑛 − 12

4
) 

𝑇(𝑛) = 𝐶 + (
13𝑛 − 44

4
) 

𝑇(𝑛) = Ω(𝑛) (1) 

 

 Time complexity for proposed method has been calculated below in equation 2. To sort input list in the 

manner of minimum and maximum O (
n

2
) will execute. Then loop will be executed to adjust group of 4 

numbers and will execute (
n

4
) times and it will execute (

n

4
) times for whole array. Time complexity will be, 

Adjust last 2 elements with previous group
1 2 3 4 5 6 7 8 9 10

Combine two groups of 4 elements

1 2 3 4 5 6 9 10 7 8

Adjust last 2 elements with previous group

1 5 9 10 2 3 4 6 7 8

Combine two groups of 2 elements
1 5 9 10 2 3 4 8 6 7

Group of two elements where first element is minimum and second is maximum

5 10 1 9 2 3 4 8 6 7

Original Input Array
10 5 1 9 2 3 8 4 7 6

https://dx.doi.org/10.17632/sjxbcn97n6.1
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𝑇(𝑛) = 𝑂 (
𝑛

2
) + (

𝑛

4
) (
𝑛

4
) + (

𝑛

8
)(
𝑛

8
) + (

𝑛

16
) (

𝑛

16
) +⋯(

𝑛

𝑛
) . 1 

𝑇(𝑛) = 𝑂 (
𝑛

2
) + (

𝑛2

16
) + (

𝑛2

64
) + (

𝑛2

256
) +⋯1 

𝑇(𝑛) = 𝑂(
128𝑛 + 16𝑛2 + 4𝑛2 + 𝑛2

256
) +⋯1 

𝑇(𝑛) = 𝑂 (
128𝑛 + 21𝑛2

256
) +⋯1 

𝑇(𝑛) = 𝑂(𝑛2) (2) 

 

6. Results and Discussion 

 In order to accomplish the task of reducing the amount of computational complexity and time required 

to carry out swapping, comparison, and assignment operations, an efficient sorting algorithm is being 

developed [4]. The experiment results of insertion, bubble, selection, MMBPSS, MinFinder and 2mm were 

taken for comparison from our preceding study [22]. These results are compared with our proposed sorting 

algorithm results. 

 

Table 1: Computational Time analysis of different sorting algorithms in seconds on random input data 

 Sorts | 

input 

Bubble Selection Insertion  MMBPSS MinFinder 2mm Min max 

merge 

100 0.000727 0.0057 0.0047 0.0051 0.0052 0.000333 0.0010053 

1000 0.001999 0.0009994 0.0009994 0.0010068 0.002001 0.000999 0.0249867 

100000 27.5589 11.3939 7.00767 10.8788 16.6568 4.16842 2.13268 

200000 114.27 46.2444 29.046 27.5309 66.729 18.0029 8.54076 

300000 257.078 104.649 64.0444 62.0226 148.685 41.0046 19.1262 

400000 458.822 185.428 113.453 109.771 268.054 73.2097 33.8753 

500000 851.909 250.735 173.653 181.682 393.721 111.081 89.8946 

 

Table 2: Computational Time Analysis on Reverse Data to analyze Worst Case 

Input| 

Sorts  

Insertion Bubble  Selection MinFinder MMBPSS 2mm Min max 

merge 

1000 0.0019997 0.002001 0.0019988 0.002 0.0010068 0.0009986 0.0001 

10000 0.137915 0.176891 0.118927 0.235857 0.0699651 0.0579659 0.0007 

100000 14.0323 17.806 12.7451 23.1758 6.55928 4.90797 0.0019977 

200000 57.1027 72.666 48.548 92.0527 26.2981 19.7298 0.003998 

300000 129.583 164.516 109.16 210.879 59.578 44.2776 0.006995 

400000 225.351 291.462 195.492 366.052 106.495 78.3613 0.007995 

500000 371.548 538.847 289.507 691.669 183.389 126.828 0.0099765 

 



 

MACHINES AND ALGORITHMS, VOL.003, NO.03, 2024                                                                       000041 

156 

 

 

Figure 2: Computational Time visualization of different sorting algorithms in seconds on random input 

data 

 

 

Figure 3: Computational Time Visualization on Reverse Data to analyze Worst Case 

 Based on the analysis of results, mentioned in Table 1, 2 and Figure 3, 4 it could be said that, the proposed 

Min Max Merge Sort shows superior performance with random data inputs and achieves better 

computational time than all other algorithms especially when working with large datasets such as 500k 

elements which finished execution in 89.89 seconds while Bubble Sort required 851.91 seconds. The 

performance of Min Max Merge Sort remains stable with worst-case input data because it demonstrates 

limited runtime slowness while outperforming all other techniques (for example, achieving 0.0099 seconds 

for 500k elements as opposed to 538.84 seconds for Bubble Sort). 

7. Conclusion 

 Sorting is significant branch of algorithms. Researchers are continuously working on developing efficient 
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sorting methods and improving available functions due to phenomenal increase of data. This research 

presents new sorting method with preprocessing technique. It uses merge technique for sorting like merge 

sort. The huge difference is that where merge sort uses extra array for combining two groups of pieces, min 

max merge combines the two groups into one group in same memory space and this was the biggest 

challenge in this study. The proposed algorithm can be used for various types of data as it also uses 

preprocessing before applying original algorithm which helps in making data suitable for algorithm. 

Extensive analysis proves that proposed sorting method with preprocessing technique is significantly better 

than other comparison-based sorting methods. The authors aim to develop algorithm parallelized version 

in future. 

Ethical Approval: The purpose of this research is to develop a computational model, rendering it 

unnecessary to involve human or animal subjects. 
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