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Abstract: Supervised machine learning is gaining prominence in bioinformatics, 

particularly in the context of disease diagnosis. This discipline falls under the 

broader umbrella of artificial intelligence (AI). Hepatitis disease is a leading cause 

of death, with Hepatitis C being particularly concerning due to the absence of a 

vaccine. The transmission of Hepatitis C primarily occurs through blood 

transfusions, contaminated needles, and unsterilized medical instruments. 

Accurate diagnosis and prediction of Hepatitis C virus (HCV) infection are crucial 

for effective treatment of affected individuals. Traditional clinical approaches may 

lead to misdiagnosis in hepatitis cases. Machine learning technologies are 

enhancing the healthcare sector by improving the accuracy of disease diagnosis 

and prognosis. This research introduces a hybrid ensemble model aimed at 

predicting and classifying data related to HCV patients. The dataset utilized, 

known as HCV+data, is sourced from the UCI machine learning repository. Four 

classification algorithms such as logistic regression, support vector machine, 

decision tree, and K-nearest neighbour were employed in the training process. A 

hybrid ensemble model is created using the majority voting method to integrate 

various weak or base classification learners. Results demonstrate that the ensemble 

learning model achieves superior accuracy compared to single-learner machine 

learning algorithms, with a classification accuracy of 94.07% for hepatitis patients. 

This model is expected to assist healthcare professionals in accurately diagnosing 

complex and progressive diseases. 
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1. Introduction 

 Hepatitis is a medical condition characterized by inflammation of the liver. The liver plays a crucial role 

in cleansing the blood, digesting food, and protecting the body from infections. If the liver becomes 

damaged, it may not function properly. Hepatitis can be triggered by various factors, including excessive 

alcohol consumption, exposure to environmental chemicals or medications, and certain medical conditions 

[1].  

 Hepatitis A, B, and C are the three most common types of viral hepatitis. Hepatitis A has the highest 

incidence, followed by hepatitis B, and then hepatitis C. Hepatitis C is the most dangerous type of infection. 

Although there is a vaccine for hepatitis B, it remains unaffordable for many people with low incomes. 

Different antiviral medicines [2] are used to treat hepatitis C but currently, there is no vaccine for hepatitis 
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C [3] anywhere in the world. This makes it crucial to take proactive measures and disseminate information 

about the disease [1]. 

 Patients with chronic hepatitis, which occurs when the virus remains in the body for more than six 

months, maybe prescribed antiviral medicine by their physicians. This is because chronic hepatitis can 

cause serious health complications. In the United States, the conditions that affect most people are stroke, 

diabetes, heart disease, cancer, hepatitis C, and osteoarthritis [4]. 

 In the field of health informatics, the accurate prediction of chronic disease progression is absolutely 

essential. Chronic diseases can have long-lasting effects, even after treatment, making early and precise 

diagnosis crucial. This early detection not only leads to advances in disease prevention but also significantly 

improves the overall efficacy of therapy [4]. Machine learning, a specialized area of artificial intelligence, 

uses statistical models to make predictions and allows software to "learn" without explicit programming. 

To create accurate estimates of future output values, machine learning algorithms rely on historical data as 

input [5]. Feature selection is also critical for producing a more concise and critical description of data by 

eliminating redundant and unnecessary features. 

1.1. Research Objectives 

 The death rate among Hepatitis patients has been increasing globally. There is a lack of resources and 

healthcare services for HCV patients, leading to Hepatitis becoming a chronic condition. Early detection 

and prediction of the disease can save many lives. Previous studies [6] have used single classifiers to classify 

diseases, but there is a risk of misclassification. To improve prediction accuracy, it is essential to build a 

model that can forecast diseases and enhance the efficiency of medical treatment. The goal of this study is 

to analyze different machine learning algorithms and develop a hybrid machine learning model to achieve 

higher accuracy compared to a single learning prediction model. 

 RO1: Classify the patients with Hepatitis C Disease by using supervised machine learning classifiers. 

 RO2: To Perform a comparison analysis between the supervised ML classification algorithms 

individually and ensemble ML model’s performance in terms of prediction accuracy. 

 RO3: Develop an ensemble Model to classify blood donors and hepatitis C virus infected patients in 

terms of classification accuracy. 

1.2. Research Questions 

 RQ1: How can classification algorithms predict Hepatitis Disease? 

 RQ2: How does the performance of ensemble models stack up against traditional machine learning 

models (base Classification Algorithm) when it comes to predicting hepatitis 

 RQ3: How competently our purposed hybrid ensemble model will be fit in terms of accuracy?   

 This study's main contribution is to provide comprehensive information about the Hepatitis C disease, 

data preparation, and the prediction and classification of HCV patients using various machine learning 

algorithms. A hybrid ensemble model was developed to significantly improve classification accuracy. Data 

preprocessing, data cleansing, and univariate feature selection strategies were applied to achieve superior 

results. Four machine learning classifiers - Decision Tree, Support Vector Machine, Logistic Regression, 

and KNN - were rigorously tested on a publicly available dataset from the UCI machine learning repository. 

The performance of these algorithms was evaluated using a confusion matrix. Additionally, a hybrid 

ensemble model was developed by combining all the classifiers mentioned above, and its classification 

accuracy was extensively evaluated. The study presented a comprehensive performance comparison 

analysis of single algorithms and the hybrid ensemble model using a confusion matrix. The implementation 

of these classifiers involved using the Python language with sci-kit learn, Seaborn library, and Pandas 

profiling for finding the correlation between variables. The remaining sections of this paper are laid out as 

follows:In the related work section, we will review the relevant literature on the use of machine learning 

for Hepatitis disease. The methods and materials section will explain the methodology behind the 
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experiments, including all relevant data. In the results and discussion section, we will discuss the 

experimental results. Finally, in the last section, we will present the conclusion and discuss future 

directions." 

2. Related work 

 It has been accounted for that hepatitis brings about millions of deaths every year. The Prognosis of 

hepatitis by traditional techniques is hectic work and needs, costly clinical examination [7]. 

 Hepatitis, also known as hepatitis A and hepatitis B, is soreness of the liver typically brought on by a 

virus. Clinicians can determine whether or not a patient has hepatitis by examining a collection of datasets 

and using supervised data mining techniques [8]. 

 In the past different machine learning models have been developed by different researchers. 

 In [9], the writer used a machine learning model, a support vector machine for hepatitis patient’s 

diagnosis. The dataset was taken from, the UCI Machine learning repository having 155 patients record. 

The wrapper method is a feature selection technique that was used in this study for achieving higher 

accuracy. Performance of SVM Classifier, without feature selection and with feature selection was 

evaluated. SVM extract 74.5% performance accuracy after feature selection. While in the other research, 

data mining & machine learning techniques have been utilized for the prediction of hepatitis disease [10]. 

Different Machine learning models like KNN, NB, SVM, RF and Multi- Layer Perceptron had trained. The 

same dataset [9] of hepatitis patients has been used in this article. For finding out highly correlated features 

their proposed model used a feature selection procedure named Info-gain related to ranker search Method. 

Comparison of models had been evaluated on the ratio of following parameters F1-score, Recall, Precision 

and ROC graph. The accuracy achieved by SVM was 91.14% while RF was 92.41%. 

 In [11] numerous hepatitis disease diagnosis techniques have been discovered using data mining 

techniques. These methods were primarily created utilizing single- learning techniques. Additionally, these 

techniques prevent the facts from being learned collectively. Combining the outcomes of many predictors 

in classification problems can increase accuracy. This work aims to use the benefits of ensemble learning 

to come up with an accurate way to diagnose hepatitis. Researchers used groups of Neuro- Fuzzy Inference 

System, Self- Organizing Maps, and Non-linear Iterative Partial Least Squares to put all the data together 

and predict hepatitis disease. Data collection, used in this experiment was taken from UCI repository. They 

also use decision trees to determine which parts of the experimental dataset are the most important. They 

apply our methodology to a collection of data gathered from the actual world and then evaluate the 

outcomes in light of the most recent information from other research. After looking at the dataset, they 

found that their method works much better than the KNN, the ANFIS and the SVM. This method scored 

93.06 percent accuracy. 

In [12] researchers had been evaluated kinds of ML models. NB, KNN and SVM were used. These 

classifiers were utilized for the purpose of classification and prediction of data segmentation tools for the 

purpose of hepatitis illness detection and diagnosis. The dataset for this analysis was available at UCI ML 

repository. Implementation of these classifiers was done by using MATLAB software. For choosing the 

most accurate classifier matrices such as accuracy and mean square error were considered. The Naïve Bayes 

Algorithm was predicting better accuracy of 87% and low mean square error. While in another study [13] 

three-step approach was used to achieve the results. In the first part of the study, the 13 and 19 accessible 

dimensions in the datasets for heart disease and hepatitis illness are reduced using the C4.5 decision tree 

approach, which is part of the CBA software. In the second step, fuzzy pre-processing is used to add weights 

for heart disease and hepatitis datasets. The first step is to normalize the datasets within the range [0, 1]. 

These two phases happen at the same time, in the third step of the classification process. They looked at the 

classification accuracy, sensitivity, and specificity scores, as well as the confusion matrix, of the suggested 

method to see how well it worked. When the training and testing stages are split, the system can correctly 

classify 92.59 percent of heart disease datasets and 81.82 percent of hepatitis datasets. 
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In [14] researcher utilized data of Egyptian patients on liver fibrosis. This dataset has 1385 patients’ records. 

In this dataset was accessed from the UCI repository. In this, different classifiers like KNN, support vector 

machine, RF, Naïve Bayes, Logistic Regression, Decision Tree and Gradient Boosting were used to sort 

the data. Additionally, Data balancing, SMOTE, and different feature selection methods were applied. 

Feature selection carries out in WEKA software. For attribute evaluation, different filter- based methods 

like Chi-Square, Info Gain, Gain Ratio, and Relief F were used. KNN consider the best model because it 

accomplished the higher ratio in the different matrices AUROC, Accuracy etc. The best accuracy achieved 

by the author’s model is 94.40%. In this study [15], the author identifies the type and phase of hepatitis 

disease. They trained SVM and ANN to diagnosis. Various models like SVM, LVQ, GRNN and RBF were 

utilized in this examination. Dataset was collected from the 2 major hospitals in Mashhad, Iran, having 250 

suspected persons. In this researchers differentiate what type of hepatitis has or the person was affected by 

hepatitis disease or not. The performance of each classifier was compared and analyzed that RBF performs 

more accurately as compared   to   other   networks.   In general accuracy of the diagnosis was approximately 

96.4%. 

 W. Ahmad et al. A hybrid intelligent methodology was produced by combining (ANFIS) and an 

informative       strategy. This methodology was proposed to diagnose a hepatitis disorder that can result in 

death. The dataset on hepatitis obtained from the ML repository UCI, Data was pre- processed to make it 

useable before mining. Following the completion of the pre-processing stage, the information gain 

methodology was applied to considerably cut down on the number of characteristics required to be 

computed After that, the selected elements were categorized using the ANFIS categorization system. 

Statistical methodologies were implemented so that the effectiveness of the proposed process could be 

evaluated. The proposed method achieved the most excellent overall scores in classification accuracy, 

specificity, and sensitivity analysis, with respective percentages of 95.24 percent, 91.7 percent, and 

96.17 percent [7]. 

 In [16] hybrid machine learning approach is used. Clustering and classification are two methods that are 

often used to start the first stage. These are examples of how the data can be pre-processed. Usually, the 

second step is based on the results of the first step. To do this, decision trees were used as a classification 

method, logistic regression as a clustering method, and neural networks as a clustering method. The results 

of an experiment performed on a dataset taken from the real-world show that the hybrid classification- on-

classification technique performs at the highest level. The two-stage decision tree combination produced 

the best accuracy rate (99.73%) and the fewest Type I and Type II mistakes (0.22 percent and 0.43 percent). 

This study contributes by proving that hybrid machine learning algorithms outperform standalone ones. 

 In [17] Researchers used DT, LR, NB and SVM to compare and describe results. Based on the outcomes 

produced using the SciPy package and the Python language. Logical regression was found to be the method   

that was accurate 87.17% of the time, according to the study. On   the other hand, the algorithm known as 

the Decision Tree has been shown to have an accuracy of 82.05 percent, making it the method with the 

second-highest level of precision. The Linear Support Vector Machine, which has the best accuracy at 76.92 

percent, is the next algorithm after the Decision Tree Algorithm followed by the NB extracts with 76.92 

percent accuracy. In another article [18], investigation of the liver fat of the 36,703 people who took part in 

the UK Biobank, the first step had been to create an ML technique that might permit precise quantification 

using abdominal MRI raw data. A Selection of 4,511 subjects whose liver fat had already been determined 

by Perspectum diagnostics was used to process. The datasets that were employed in the last testing had 

correlation values of 0.97 and 0.99, and the errors for the two stages were 0.50 and 0.41 percent. It was 

shown that a method that directly used imaging data rather than merely using clinical data to estimate the 

amount of fat in the liver was an approach that was much more accurate. 

 In this [19], included a total of 2235 CHB (chronic hepatitis B) patients. The endpoint was a lack of 

HBsAg detectability using ECL kits (also known as HBsAg seroclearance).106 CHB patients lost HBsAg 

antibodies. Dataset had been segmented, 1564 rows for training data and 671 rows as a testing data, with 

the training data accounting for 70 percent of the total. They developed a model based on 4 ML techniques, 

RF, LR, DT and XGBoost. AUCs for RF, LR, DT, and XGBoost near to 0.619, 0.829, 0.891 and confidence 
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interval: 0.677 to 0.683. XGBoost had the AUC overall. The final times for XGBoost, RF, DCT, and LR 

were all 0.97. For the comparison of previous ML literature ref to Table 1. 

Table 1: Comparison ML related work 

Ref Year Classifiers Datasets Findings Limitations Results 

[20] 2023 Naive Bayes 142 

records 

from UCI 

dataset 

This article identifies 

age and medical history 

as important 

determinants impacting 

treatment decisions and 

patient outcomes, but 

also notes limitations in 

attribute independence 

for greater healthcare 

accuracy. 

 

This study used a 

small dataset (142) 

instances with only 

one classifier, no 

algorithms 

comparison. No 

preprocessing details 

which resulted in 

lower predicted 

accuracy. 

 

86.04% 

[21] 2023 Logistic  

Regression, 

KNN 

RF 

SVM 

NB  

155 

instances 

UCI 

 

This revealed the 

significance of missing 

value datasets and 

feature selection 

techniques in boosting 

classification model 

accuracy and reliability, 

potentially leading to 

enhanced decision-

making in a range of 

domains. 

 

A feature selection 

approach was not used 

in this investigation. 

Moreover, this article 

employed a smaller 

dataset. Limited hyper 

parameter 

optimization, 

potentially affecting 

model performance. 

 

  

93.18 % 

highest 

accuracy 

[22] 2022 Decision 

tree and 

KNN 

 

44 

instances 

In this, the author uses 

the KNN algorithm for 

hepatitis C prediction 

which had been 

Optimizing enhance 

efficiency 

This research had 

resource restrictions. 

Smaller number of 

samples had been used. 

0.42% 

[23] 2021 Support 

vector 

machine, NB 

 

Covid-19 

dataset 

This article compares 

the accuracy of two 

machine learning 

approaches, SVM and 

Naïve Bayes, before 

and after selecting the 

features. The chi-square 

feature selection 

approach 

was implemented. 

 

The accuracy of the 

SVM classifier had 

been reduced followed 

by these feature 

selection methods. 

SVM-

83.86% 

NB-

87.09% 

[24] 2021 NB, LR, DT, 

RF, KNN, 

SVM  

Dataset 

from 

Kaggle 

This research 

demonstrates 

the effectiveness of 

Extremely unbalanced 

datasets were utilized. 

The primary drawback 

Highest 

accuracy 
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various machine 

learning algorithms in 

accurately predicting 

stroke based on distinct 

physiological factors.  

 

of this research was 

that they utilized a 

textual dataset 

compared to a real-

time brain imaging 

dataset. 

NB-

82% 

 

3. Methodology 

 

Figure 1: Methodology of the proposed model 

 This paper aims to develop a model for categorizing people suffering from hepatitis disease. To 

accurately forecast hepatitis disease, we utilized machine learning (ML) algorithms such as Support Vector 

Machine (SVM), Decision Tree, Logistic Regression, and K-Nearest Neighbors (KNN) classifiers. Before 

the classification task, we performed data preprocessing and data cleansing. Python language was used for 

implementing these classifiers. For feature selection, we employed the Univariate selection method and 

identified the top nine features from the dataset. We also created a correlation matrix heat map to analyze 

the Univariate feature extraction. Additionally, data visualization and statistical analysis were carried out 

on the dataset. Proper preprocessing of the hepatitis disease patient dataset was performed to ensure there 

were no missing values and noisy data. Subsequently, several machine learning models, as well as a hybrid 

ensemble, were trained including SVM, Decision Tree, Logistic Regression, and KNN classifiers, among 

others, for making predictions. The proposed model overview is illustrated in Figure 1. 

 The various parts of our proposed system include: 

- Data Collection & Description 

- Preprocessing 

- Feature Engineering 

- Algorithm Discussion 

- The proposed ensemble Model Learning 

3.1. Data collection & Description 

   We gathered this dataset from the UCI Dataset Repository; named HCV+data, this hepatitis disease 

dataset contains 13 hepatitis features (X (Patient ID/No), Category (binary 0,1), Age, Sex, ALB, ALP, ALT, 

AST, BIL, CHE, CHOL, CREA, GGT, PROT). This dataset [25] contains 615 samples of hepatitis disease 

patients.  
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Table 2: Description of dataset attributes 

Features Data Type Description 

Category Binary (0,1) Label 

Age Numerical Attribute 

Sex Binary (0,1) Attribute 

Choline esterase (CHE) Numerical Attribute 

Alkaline Phosphatase (ALP) Numerical Attribute 

Alanine Transaminase (ALT) Numerical Attribute 

Aspartate Aminotransferase (AST) Numerical Attribute 

Bilirubin (BIL) Numerical Attribute 

Albumin Blood (ALB) Numerical Attribute 

Cholesterol (CHOL) Numerical Attribute 

Creatine (CREA) Numerical Attribute 

Gamma-glutamyl Transferase (GGT) Numerical Attribute 

  

 In Table 2, comprises various columns, including age and gamma-glutamyl transferase (GGT) as the 

independent variables, and the category column as the dependent variable. The data will undergo thorough 

analysis using machine learning techniques. 

3.2. Preprocessing 

    In the preprocessing stage, which is an essential part of the procedure, we used an algorithm to exclude 

normal patients from the health examination data and include only patients with Hepatitis. We removed 

variables that have missing values and are planning to use an algorithm to fill in any missing values we 

find. We employed a variety of machine learning techniques and compared the accuracy rates of each of 

these algorithms. 

3.3. Data splitting  

 We utilized the Scikit-learn library to divide the data, employing the train_test_split function. The data 

has been confidently split into 80:20 ratios. 

3.4. Feature Selection/Engineering 

 When developing a reliable model, it is important to utilize various machine learning techniques to 

reduce the number of input variables. This is necessary due to the extensive nature of the hepatitis disease 

dataset. Doing so helps to decrease the computational requirements of the model and improve its 

functionality. We have illustrated the advancements made through the use of a correlation matrix and a 

Heat Map, as well as through the application of Univariate feature selection methods. 

3.4.1. Univariate Selection 

 This test can be done mathematically or statistically to determine well-known characteristics that have 

the potential to have the most effective relationship toward performance variables. Specifically, the test is 

used to analyze which variables have the most effective relationship. The Select Best class found in the 

Scikit package has been used. This class selects a preset number of the most helpful qualities from a given 

dataset. A wide array of statistical tests, employing several methodologies, have been carried out by Select 

Best. After implementing the Univariate selection process, the following features have been extracted: GGT, 
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AST, BIL, ALT, CREA, ALP, ALB, CHE, and Age. Extracted features and their scores are presented in 

Figure 2 below. 

 

 

Figure 2: Extracted Features 

3.4.2. Correlation Matrix with Heat map 

 Correlation indicates how attributes are related to the target attribute and to each other. When the value 

of the target variable increases as the feature values increase, it's called a positive correlation. Conversely, 

a negative correlation exists when the target variable value decreases as the feature values decrease. A heat 

map simplifies the identification of the dataset's characteristics that are closely related to the target 

characteristic. We used the Seaborn Library to plot the associated characteristics on the heat map. For 

analyzing correlation with heat map refer to figure 3 below. 

 

Figure 3: Correlation with Heat map 

4. Algorithms Discussion 

4.1. Support Vector Machine 

 In machine learning, Support Vector Machine (SVM) is used to identify a hyperplane in a given N-

dimensional dataset. SVM helps to uniquely differentiate the data points in space and can be used to separate 

multiple classes by using multiple hyperplanes. The decision boundaries of these hyperplanes are used to 

classify data points of different classes. For our experiment, we utilized the Scikit library for Support Vector 

Machine and achieved an accuracy score of 92.37% using the linear kernel. 
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4.2. Decision Tree 

 In machine learning, a decision tree is a non-parametric algorithm used for classification and regression 

problems. It has a hierarchical tree structure with root nodes, internal nodes, and child nodes. The strategy 

used in the decision tree is divide and conquer. We utilized the Scikit library and the DecisionTreeClassifier 

header file for implementing the decision tree. Our model achieved an accuracy score of 93.22%. 

4.3. Logistical Regression 

 In machine learning algorithms, Logistic Regression (LR) [26] is a linear model used for allocating 

records to multiple or binary classes with a discrete set. Logistic regression has been employed to solve 

classification problems such as distinguishing between Hepatitis patients and non-patients. It is also known 

as an algorithm for predictive analysis. We utilized the Scikit library to perform logistic regression and, 

with the assistance of the Logistic Regression header file, achieved an accuracy score of 93.22%. 

4.4. K-Nearest Neighbors 

   The K-Nearest Neighbour classifier is a nonparametric instance-based algorithm [27]. This algorithm 

works based on supervised learning. In this algorithm, new cases are grouped based on similarity and the 

distance is measured using a distance matrix [28]. The algorithm identifies commonalities between previous 

and new datasets. K-NN algorithm stores all current data for one or multiple categories and classifies 

upcoming new records based on their similarity to a specific category. For K-Nearest Neighbors, we utilized 

the Sci kit library and Gaussian header file, achieving an accuracy of 90.68%. 

5. What is Ensemble Learning? 

 Ensemble learning is a form of machine learning which brings together predictions from numerous 

algorithms to improve accuracy [29]. In machine learning, ensemble means combining homogeneous weak 

machine learning algorithms to make a strong predictor model. The implementation of ensemble models 

intends to lower conversion error. This approach optimizes model prediction efficiency when base models 

differ significantly and are independent [29]. Noise, variations, and bias are the most common causes of 

inconsistencies between actual and expected outcomes when using machine learning methods to estimate 

a target variable. Ensemble approaches use multiple algorithms for machine learning to provide accurate 

forecasts than a single classifier [30]. The four fundamental categories of ensemble learning algorithms 

(bagging, boosting, stacking, and voting) are essential for effective modeling of predictions. Here ensemble 

algorithms learn from a complete the training set or either part of training set [31]. Figure 4. Ref. to 

generalized overview of ensemble learning model. 

 

Figure 4: Generalized overview of ensemble learning model 

• Bagging 

   Bagging is known as Bootstrapping. Bootstrapping, similar to random replacement sampling, can help 

determine variance as well as bias in a dataset [32]. The term bagging is referring to the reduction in the 

prediction variance by making an extra dataset for learning with combined repetitions. This is done to 

generate multiple set of the original dataset. 
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• Boosting 

    Boosting algorithms work on weighted average patterns to convert weak learner classifiers into strong 

ones. The term Boosting means to readjust the weights of all last classified dataset. In this process the 

original dataset is divided into different subsets to train the classifiers [33]  

• Stacking 

  Stacking is a learning-based technique that combines the fundamental outputs. When the ultimate 

selection of features is a linear framework, the stacking is commonly referred to as "model blending" or 

generally "blending"[33].  In stacking heterogeneous weak/base learners, trained and combined the results 

based on different weak models’ predictions by using a voting classifier.  

• Voting 

 A voting classifier is an ensemble learning method, which aggregates the predictions from multiple 

independent models to generate final outcomes. In voting method major two types of voting exist hard 

voting & soft voting. The final prediction is generating by collective estimated probabilities from all base 

classifiers and select that class with the greatest average probability [34]. Voting approach in ensemble 

learning is one of the best approaches in previous studies [35]. 

5.1 Proposed Hybrid Ensemble Model 

    In the first step, we trained several machines learning algorithms, including Logistic Regression, Decision 

Tree, Support Vector Machine, and K-Nearest Neighbor (weak learners). We utilized different variations 

of each model to create a robust machine-learning algorithm. The term "hybrid ensemble" indicates that we 

used a combination of diverse weak machine learning algorithms. In Python, we utilized a majority voting 

classifier to generate variations of specific models. The proposed system improves upon existing models 

by combining base learners into a model that makes predictions through a majority vote using a hard 

majority classifier. For evaluation, we employed the majority Voting Classification process to consider the 

class mostly predicted by the weak learners as the final predicted class by the ensemble model. The 

algorithms' performance was assessed using popular evaluation metrics: accuracy, precision, recall, and F1 

score. 

6. Performance Evaluation through Confusion Matrix 

 Here we have used confusion matrix to present the performance of a weak machine learning algorithm. 

1. (A) Accuracy 

 Factor, which determines the predictions accuracy, is known as algorithm accuracy. 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
   (1) 

 In equation (1), TP, TN, FN, and FP show the number of True     Positive Negatives, True Negatives, False 

Negatives and False Positives. 

2. (P) Precision 

 Factor, which used to find out the measure of classifier’s [36], [37] the equation of precision is illustrated 

in Eq. (2) 
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (2) 

3. R) Recall 

    Factor, which used to find out the completeness and sensitivity of the algorithm, is known as recall of 

algorithm. The equation of Recall is illustrated in Eq. (3) 
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𝑇𝑃

𝑇𝑃+𝐹𝑁
   (3)  

4. F1-score 

    Factor which defined the precision and recall in the form of weighted average [36], [38]. The equation of 

F1-score is illustrated in Eq. (4) 

2
1

𝑅𝑒𝑐𝑎𝑙𝑙
+

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

   (4) 

7. Experimental Results 

 In this paper, different Machine learning algorithms such as support Vector Machine, Logistic 

Regression, Decision Tree, and KNN have been used. 

5. Why uses these classifiers? 

 An ensemble model can be constructed by utilizing the power of two or more classifiers. Different 

Machine learning, data mining and deep learning classifiers can be used for classifying and predicting of 

diseases. The classifiers which are used in this study called as base/weak classifiers [35]. By combining 

these classifiers, we can make strong predictive model which can predict /classify data more efficiently as 

compared to single learning classifiers. There is a chance of miss classification if we use single learning 

technique, but by ensemble model there is a less chance of miss classification. Results demonstrate that 

SVM scored 92 %, Logistic Regression 93 %, Decision Tree 93 % and KNN scored 93% accuracy. Logistic 

Regression & Decision Tree achieved the same percentage of accuracy. The dataset is taken from the UCI 

ML repository and then preprocessing has been done on it. Divided the whole set of data: a training set and 

a testing set. A hybrid ensemble model for the Prediction & Classification of HCV patient’s data is 

developed and implemented. This model extracted 94.07 % accuracy which was higher than all mentioned 

Machine learning algorithms. For implementing all these classifiers python languages with sci-kit learn, 

Seaborn library is used. Pandas profiling is used for finding a correlation between variables. The 

performance of all of these is evaluated through confusion matrix based on the following parameters: 

Accuracy, Precision, Recall and F1- Score.  

 

Figure 5: Graphical representations of all Algorithms 

  In fig. 5 graphical representation of machine learning algorithms are presented Support vector machine 

achieved 92% accuracy, Decision Tree 93%, Logistic Regression 93% and KNN 90%. 
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Table 3: Accuracy Comparison 

Algorithms Accuracy Precision Recall F1-score 

SVM 92% 0.92% 0.92% 0.92% 

DT 93% 0.93% 0.93% 0.93% 

LR 93% 0.90% 0.93% 0.92% 

KNN 90% 0.89% 0.91% 0.89% 

Proposed EM 94% 0.92% 0.94% 0.93% 

 

Table 3 illustrate the accuracy comparison of all machine learning algorithms and the proposed hybrid 

ensemble model.  

 

Figure 6: Graphical representations of     Hybrid with of all algorithms 

 Lastly in Fig.6. classification comparison of proposed model and all individual machines learning 

models. Performances are presented in graphical form on the Hepatitis dataset. The prediction rate of the 

proposed hybrid ensemble model is 94.07% higher than all weak machine learning algorithms. 

8. Conclusion  

 Healthcare sector has need to rapid improvement in disease diagnosis and prognosis. Detecting and 

diagnosing the deadly diseases at early stages is a big challenge now days. There is keen need to construct 

a model which can predict disease more accurately as compared to traditional treatment methods. The main 

focus of this research is to classify the hepatitis by analyzing different Machine learning classifiers. For this 

purpose, four machine learning algorithms are applied for the Classification of Hepatitis C patients. The 

dataset that has been used in this is publicly available at UCI. This research evaluates the classification 

algorithm's performance on hepatitis disease patients by using Python language and improves the accuracy. 

It discovers that the individual model is providing accuracy of up to 93%. The proposed ensemble model 

is including a Support vector machine, Decision Tree, Logistic regression and KNN has been developed. 

The proposed model extracted 94.07% accuracy. This predictive model will help Doctors and physicians 

in making an accurate identification of hepatitis disease patients. We conclude by our work and from the 

available literature, no model is completely accurate in all aspects. There are limitations to consider, such 

as the reliance on the quality of the dataset from UCI. This dataset may not include broad patient 

demographics or may contain incomplete data. Additionally, there is the potential neglect of interactions 
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between variables that could provide additional insights. There can be a chance of error and miss 

classification by outliers etc. Accuracies of algorithms may vary on different datasets due to the number of 

records, decision parameters and so on. Diversity of ensemble models is available that extract different 

levels of accuracy on the different types of data.so it is noted that no model is completely efficient and 

accurate in all aspect. However, the implications are significant, as this approach offers a more efficient 

and accurate diagnostic method for early detection of hepatitis C. This could improve patient outcomes 

through timely and targeted interventions and drive further innovation in the application of machine 

learning in medical diagnostics and healthcare. 

9. Future Work 

 In future studies, there is still a need to improve the accuracy of this model. Furthermore, we will train 

this model in the prediction of various medical datasets. Dataset used in this study is small due to limitations 

on available resources. Moreover, we will also improve the model's performance by using a larger dataset. 

We will also implement deep learning and data mining algorithms. 
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