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Abstract: Potato plants are primarily affected by fungus, resulting in early and 

late blight diseases and reducing the production rate of crops. Real-time 

identification and management of diseases could help farmers enhance production 

and reduce financial losses. This study introduces a time-efficient algorithm using 

image processing to accurately classify diseases caused by Alternaria Solani and 

Phytophthora Infestans in potatoes. Our methodology comprises three steps: pre-

processing (grayscale conversion, enhancement), image segmentation (soft 

clustering, morphological dilation, and flood fill operation), and classification 

(AlexNet). This framework is tested over the three classes of the PlantVillage 

dataset of the potato crop. Experimental results demonstrated satisfactory results 

with 97.57% accuracy in 30 minutes and 58 seconds. 
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1. Introduction 

 Potatoes are considered an essential vegetable in tropical regions as they offer a cheap energy source. 

They are high in carbohydrates, vitamins (particularly C and B1), and minerals [1]. They are widely 

recognized throughout the globe and consumed daily by most families. However, several bacterial and 

fungal diseases severely impair potato growth, which in turn causes damage to the national economy. 

Among such diseases, early blight and late blight are common but deadly infections caused by fungus-like 

organisms called Alternaria solani and Phytophthora infestans, respectively. They produce distinctive spots 

of various colors on potato leaves and often cause stem lesions, eventually leaving a tuber blight on the 

potato [2].  

 Early detection of these diseases enables preventative procedures and economic production losses to be 

mitigated. Over the past several decades, skilled naked-eye observation has been the most widely used 

detection for detecting and identifying potato plant diseases. However, this method is often impractical 

owing to lengthy processing times and the inaccessibility of specialists at farms situated in distant regions 

[3]. Therefore, an automated detection mechanism is needed to detect infected potato plants rapidly.  

 Adopting image processing and machine learning (ML) techniques has shown great potential in 

addressing the challenges of disease detection in various plants [4, 5]. As the potato diseases mentioned 
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above produce visible signs on the plants, particularly on their leaves, they can be recognized efficiently 

via imaging analysis to spot such apparent patterns on leaves.  

 Deep learning is an emerging theme in ML that has shown high accuracy in pattern recognition problems. 

It utilizes multiple layers of high-dimensional data handling to perform automatic (unsupervised or 

supervised) extraction of features, image classification, and object detection [6]. Recently, the application 

of image-processing techniques in agriculture has gained traction [7]. Several researchers have used 

computer vision techniques for the classification of fruits [8, 9] and vegetables [10], checking their 

freshness [11] and detecting diseases [12, 13]. Existing works have also addressed identifying potato plant 

diseases [14]. Despite the results reported by the methods above, there is a need to explore this domain 

further to propose more efficient models for the task.  

 We propose deep learning to identify two common diseases in potato plants, namely early and late blight. 

The current study also distinguishes between the infected and the healthy potatoes. To this end, the proposed 

method employs image segmentation comprising various ingredients of image enhancement, soft clustering, 

morphological dilation, and flood-fill operation. Then we use AlexNet model for the classify the image. 

We used the PlantVillage dataset to train and test the proposed model. The rest of the paper is organized as 

follows. Section 2 explains the earlier works completed by other researchers on detecting leaf disease. 

Section 3 represents the description of the proposed method. Section 4 summarizes the model's results, and 

Section 5 concludes the key findings. 

2. Related Work 

 There are numerous initiatives to deploy ML technology for detecting various plant diseases. Poornima 

et al. [15] employed machine learning to evaluate and identify plant diseases. Using color and edge-based 

image processing methods, the symbols of plant diseases are detected and segmented. The segmented 

infected part of the leaf is analyzed for appropriate characteristics, and the disease kind is identified through 

a Support Vector Machine. Too et al. [16] fine-tuned a deep-learning model to identify plant diseases. The 

study empirically examined various deep learning architectures, including VGG16, ResNet (152, 101, and 

50 layers), DenseNet (121 layers), and Inception-v4. The study used images of healthy and disease-affected 

plants from PlantVillage for training and testing purposes. Another study [17] segmented 450 images of 

plant leaves from the PlantVillage dataset and used seven classifier methods to recognize and classify 

infected and healthy leaves. A random forest classifier was found to be the most accurate algorithm for this 

purpose.  

 Several existing works have explicitly focused on detecting potato plant diseases. Sinshaw et al. [14] 

comprehensively reviewed different computer vision techniques for detecting potato early and late blight. 

Mahum et al. [18] employed DenseNet to classify the visual features of potato leaves pertaining to various 

diseases into five classes. Lee et al. [19], [20] proposed CNN architecture for detecting potato illness. The 

convolution layer and associated resources are reduced but accuracy is maintained to enhance 

computational efficiency. A customized dataset was also developed to enhance the training process. The 

research in [21] presents a technique that employs pre-trained models such as VGG19 to extract important 

features from the dataset. Then, several classifiers were adopted to identify potato plant diseases. Sholihati 

et al. [22] provided a system for classifying four potato diseases based on leaf analysis. They fine-tuned the 

VGG-based architectural models to develop an accurate classification model. Using technology for routine 

monitoring may detect diseases at their earliest stages and eliminate them to maximize agricultural 

production. To this end, Singh and Kaur [23] proposed a novel technique for potato plant disease 

identification and classification. The PlantVillage dataset was used along with a clustering algorithm used 

for image segmentation. The GLCM (gray-level co-occurrence matrix) method was utilized to extract 

various features, and a multi-class Support Vector Machine was used for classification.  

3. Materials and Methods 

 This research identifies three classes of potato plants; healthy, infected with early blight, and infected 

with late blight using image processing and image classification. The proposed framework comprises pre-
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processing, image segmentation, and classification based on CNN. Initially, all the images were in RGB 

format. In order to extract characteristic features for improved classification accuracy, pre-processing was 

performed by converting the colored images into grayscale. This step was taken because the color channels 

are not as informative, and concurrently, we are developing a time-efficient technique. After the grayscale 

conversion of the image, the next step is segmentation, subdivided into many steps, including image 

enhancement, soft clustering, morphological dilation, and flood-fill operation.  

 Segmentation is a crucial step to eliminate unwanted areas and extract the region of interest for better 

results. In the end, the segmented images of each class are trained into AlexNet Neural Network. Then 

images are classified into early blight potato (1000 images), late blight potato (1000 images), and healthy 

potato (152 images). Fig. 1 shows the proposed method block diagram. The details of each step of the 

methodology are given below.  

Input 
RGB Image 

Gray Scaled 
Image 

Intensity 
transformation 

Fuzzy C Mean 
Clustering

Morphological 
Dilation

Flood Fill 
operation

Alex Net Early blight 

Late blight 

Healthy

Input 
Pre 
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Figure 1: Block diagram of the proposed method for the disease detection of potato leaves 

3.1. Dataset 

 We used Plant Village dataset to evaluate our technique. This dataset [24] comprises various plant 

images, but for our analysis, we specifically focus on potatoes. For each species, there are different classes 

of healthy and diseased leaves. In this research, only the three classes of the potato plant are considered: 

healthy potatoes and potatoes affected by early and late blight, with a resolution of 256*256 *3. The number 

of leaf images was 1000 for each early and late blight and 152 for healthy potatoes. The original images of 

the three target classes are shown in Fig. 2.  

 

Figure 2: Original RGB Images of Potato Leaves with (a) Early Blight, (b) Healthy, and (c) Late Blight 

3.2. RGB to Grayscale Conversion 

 The original dataset is in the RGB color region. The images are first converted into grayscale to extract 

the required characteristics from the data. There are two ways of grayscale conversion: luminosity and 

average methods. The average method averages the green, blue, and red channels to obtain the grayscale 

image. In the luminosity method, an average is calculated for all channels, but each color is given a specific 

percentage, i.e., red is 30%, green is 59%, and blue is 11% [25]. The reason is that green has a soothing 

effect on the eyes, and red has the longest wavelength than all other colors. In this research, the grayscale 

images are obtained by subtracting the blue channel from the green channel. Figure 3 shows the grayscale 

image of the three classes after blue channel subtraction. 
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Figure 3: Grayscale Images of Leaves of Potato (a) Early Blight, (b) Healthy and (c) Late Blight 

3.3. Image Enhancement 

 When analyzing a grayscale image, some features are suppressed that need to be enhanced to improve 

results. Image enhancement is the technique of quality improvement of the images. Histogram equalization, 

contrast adjustment, morphological operators, and filtering are commonly used image enhancement 

techniques. As output images have low contrast values after grayscale conversion, we need to stretch the 

contrast to differentiate between the region of interest and boundaries [26, 27]. Intensity transformation is 

usually used to overcome this problem. Intensity transformation can achieve the desired goal using different 

techniques such as gamma transformation, log transformation, negative of the image, and contrast 

stretching. The enhanced images of the three classes are shown in Figure 4. 

 

Figure 4: Enhanced Images of Leaves of Potato (a) Early Blight, (b) Healthy and (c) Late Blight 

3.4. Fuzzy C-Means Clustering 

 One popular technique for clustering is Fuzzy C-means. In this method, each data point is assigned a 

probability of belonging to a cluster [28, 29]. Figure. 5 shows the fuzzy C-mean clustering of images of the 

three classes. The algorithm works as follows: 

• Initialize the number of clusters.  

• Initialize the partition matrix. 

• Calculating the centroid of clusters. 

• Update the matrix. 

• Repeat the steps until the convergence is achieved. 
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Figure 5: Fuzzy C-Means clustering of Leaves of Potato (a) Early Blight, (b) Healthy and (c) Late Blight 

3.5. Morphological Dilation 

 Erosion and dilation are the two operators used in the morphology area. They are typically used for 

binary images, but some versions can be utilized for grayscale also. This technique increases the size of the 

pixels of foreground region boundaries, specifically white ones, and the holes in these areas become smaller. 

In dilation, two data inputs are taken: one is the image to be dilated, and another is the kernel, also known 

as the structuring element. The image and structuring element is super-imposed in a way that their origins 

concede. The image pixel value is set to the foreground if only one value of the pixel of the image 

foreground and structuring element coincides. In the second case, all pixels in the background overlap, so 

the pixel values are left for the background [30, 31]. Fig. 6 shows the morphological dilation results on 

images of the three classes. 

 

Figure 6: Morphological Dilation of Leaves of Potato (a) Early Blight, (b) Healthy and (c) Late Blight 

3.6. Flood Fill Operation 

 Flood fill operation is useful in eliminating irrelevant objects in an image. In this method, specific areas 

of the image are filled with specified colors by putting lower and upper limits on the difference between 

negative and positive connected pixels [32, 33]. After morphological dilation, some black spots in the 

region of interest still need to be eliminated. The flood fill method is used to achieve this elimination. Fig. 

7 shows the flood fill operation of images of the three classes, whereas Fig. 8 shows the segmented images. 

 

Figure 7: Flood Fill Operation of Potato leave images with (a) Early Blight, (b) Healthy and (c) Late 

Blight 

                                             

Figure 8: Segmented Potato Leave Images with (a) Early Blight, (b) Healthy and (c) Late Blight 

3.7. Classification 

 Deep learning techniques integrate normalization, fully connected, convolutional, and pooling layers. 

Convolution, a process involving the application of a kernel to an image, is employed to alter the image. 

The classical convolutional neural network (CNN) is computationally expensive for images with high 
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resolution. Therefore, there was a need for a network that could optimize GPU utilization, reduce training 

time, and improve performance. Acknowledging that AlexNet falls within the CNN category, it's important 

to note that the efficiency of AlexNet lies in its specific architecture and design choices. Unlike some 

generic CNNs, AlexNet incorporates innovations such as local response normalization and a carefully 

crafted architecture that enhances computational efficiency. AlexNet has unique architecture and consists 

of eight layers [34, 35]. Convolutional layers consist of kernels or filters for convolution operations to 

obtain the feature map of input images. Max pooling is a method of calculating the max value of every 

patch of the feature map. Then the output is pooled while showing the common feature of each patch. The 

neurons in one layer are connected to all neurons in an adjacent layer by a fully connected layer [36, 37]. 

Fig. 9 presents typical layers in an AlexNet. 

                                                           

Figure 9: Detailed Architecture of Alexnet 

4. Results and Discussion 

 We used grayscale segmented images and the AlexNet network to identify potato early and late blight. 

For this purpose, the dataset was split into two parts. We trained our model using 70% of the images in the 

dataset, while the remaining 30% were kept aside for testing. The AlexNet is trained for the training data 

of the leaf images using a learning rate of 0.0001 and a single CPU for 26 epochs because from this, we 

meet our validation criteria. The validation accuracy of 97.35% has been achieved with a maximum of 416 

iterations in 30 minutes and 58 seconds. After that, the trained network is tested using a test set. Our results 

show a 97.57% accuracy for potato disease identification. Fig. 10 shows the classification results for three 

classes in a confusion matrix. It is to be observed that the early blight and healthy potato classes are 

classified with 100% accuracy. Only two images of late blight are misclassified as the wrong classes. In 

addition to accuracy, we also measured precision, recall, and F1 score.                           

 

Figure 10: Confusion Matrix for Validation Data 
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Figure 11 shows the performance measure for each class. The early blight class achieved the highest 

accuracy (98.3%). The early and late blight classes achieved 98% precision. The highest recall (99%) was 

achieved by the healthy class. For the F1 score, early blight and healthy classes score the best, with 98%. 

The overall accuracy, precision, recall, and F1 scores were measured to be 97.57%, 97.67%, 96.67%, and 

97.33%, respectively.  

                                      

Figure 11: Performance Measures for Each Class 

 Table 1 presents a comparison of our techniques with previous works. The previous methods consisted 

of complex frameworks with a larger number of layers or a combination of pre-processing, segmentation 

feature extraction, and classifier, which increases the time complexity as in [33] VGG16 has 16 layers, but 

our proposed method uses only eight layers. Although the proposed models have less accuracy compared 

to the past papers, the proposed method is more efficient, accurate, and less time-consuming. Additionally, 

some works employed custom datasets, which are not available for use. 

Table 1: Comparison of Accuracy of other Methods with the Proposed Method 

Ref. Year Dataset Methodology Acc. 

[17] 2020 PlantVillage 
Image normalization and color space 

conversion, HSV-based masking, and 

Random Forest 

97 

[22] 2020 PlantVillage 
Augmentation and image resizing, VGG16 

and VGG19 
91 

[23] 2021 PlantVillage 
K means algorithm, SVM, Gray level co-

occurrence matrix 
95.99 

[38] 2021 
AI 

Challenger 

Gaussian filtering, adaptive SLIC algorithm, 

LBP, and SVM 
97.4 

[39] 2020 PlantVillage CNN 99.6 

[40] 2021 Custom GoogleNet, VGGNet, and EfficientNet, 97 

[41] 2017 
PlantVillage, 

Custom 

HSV color space, Fuzzy C-means 

clustering, texture features, and ANN 
92 

[42] 2021 
PlantVillage, 

Custom 
YOLOv5 and CNN 99.7 
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[43] 2020 
Kaggle, 

Dataquest 

AlexNet, VggNet, ResNet, LeNet, and 

sequential model 
97 

[44] 2020 PlantVillage EfficientNet and MobileNet 98 

Proposed 2022 PlantVillage Grayscaled image, segmentation, AlexNet 97.57 

5. Conclusion 

 We proposed a methodology to identify potato plant diseases using deep learning in less time and with 

higher accuracy. We target two classes of potato diseases, late and early blight. The proposed technique 

consists of image segmentation, including image enhancement, soft clustering, morphological dilation, 

flood fill operation, and AlexNet architecture for accurately classifying plant diseases. The RGB images of 

potato crop from the PlantVillage data set are used. Our model attained an accuracy of 97.57%, recall of 

96.67%, precision of 97.67%, and F1 score of 97.33%. Our future work will focus on identifying all diseases 

in potato plants. 
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